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In transported probability density function and filtered density function methods, micro-
mixing models are required to close the molecular mixing term. The accuracy and compu-
tational efficiency of improved versions of the parameterized scalar profile (PSP) model are
assessed and compared with commonly used mixing models such as Curl, modified Curl,
interaction by exchange with the mean and Euclidean minimum spanning tree. Different
generalizations of the PSP mixing model for spatially inhomogeneous flow configurations
are presented. The selected test cases focus on molecular mixing and avoid interference
with other models. Simulation results for a three-stream problem, involving two inert sca-
lars, and a multi-scalar test case with mean-scalar-gradients are presented.
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1. Introduction

1.1. Modeling turbulent transport and mixing

Turbulent transport and mixing are important in many flows and relevant in disciplines such as biology, geosciences or
chemical engineering. Reviews about mixing of scalars (such as temperature and chemical compositions) in turbulent flows
are given in [1,2] and in chapter 3 of [3]. During a turbulent mixing process, scalar interfaces are continuously stretched and
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folded, and complex small-scale scalar structures involving high concentration gradients are formed. Depending on the
Schmidt number, the smallest lengthscales are typically of the same order or smaller as those of the flow field. At these small
scales, molecular diffusion becomes dominant and scalar fluctuations are reduced locally. In high Reynolds number flows at
sufficiently large Schmidt number (e.g. Rek ¼ 500 and Sc ¼ 1), where the energy containing scalar lengthscales are much lar-
ger than the diffusive ones, this process is governed by the generation of small-scale scalar gradients through turbulence and
becomes independent of the molecular diffusivity [3,4]. In turbulent flow fields, despite similarities between velocity and
scalar statistics there exist important differences, e.g. local anisotropy [1,2,5] and effects due to differential diffusion [6,7].
Since these phenomena occur at the smallest scales, the resulting wide range of scalar field lengthscales is difficult to resolve
in numerical simulations. Mainly three different approaches are used for the simulation of turbulent mixing in engineering
applications.

In Reynolds averaged Navier–Stokes (RANS) simulations, transport equations of statistically averaged quantities like the
mean flow velocity hUi and the mean scalar vector h/i are solved. In reactive flows, the closure of the average chemical
source term
hSað/Þi ¼
Z

SaðwÞf ðw; x; tÞdw ð1Þ
is most difficult. Here, the scalar vector is defined as / � ð/1; . . . ;/a; . . . ;/ns
ÞT , where ns is the number of scalars and Sa is the

source term due to chemical reaction in the conservation equation of the scalar /a. Note that the exact determination of
hSað/Þi requires the knowledge of the joint composition probability density function (PDF) f at every point w in sample space.
The sample space or in the present context more precisely the scalar space is spanned by all physically possible values of the
scalar vector /. In composition PDF methods, a transport equation for f ðw; x; tÞ is formulated (Eq. (6.27) in [3]) and typically
solved with a Lagrangian particle method. Correspondingly hSað/Þi can be evaluated according to Eq. (1) without closure
assumptions. However, mixing due to turbulent convection and molecular diffusion require modeling. The latter appears
in the PDF transport equation as the conditional average hCðaÞr2/ajwi ¼ hCðaÞr2/0ajwi þ CðaÞr2h/ai with the diffusion coef-
ficient Ca. Note that the Einstein summation convention does not apply to indices in brackets. The first term on the right
hand side is often referred to as micromixing and accordingly corresponding closure models are called mixing models. Note
that /0a � /a � h/ai is the scalar fluctuation and h�i is an averaging operator.

In joint velocity–composition PDF methods not only the chemical source term but also convective turbulent transport
appear in closed form (Section 3.5 in [8]). Various models for the effects of the fluctuating viscous stresses and the fluctuating
pressure gradients were proposed, including the generalized and the refined Langevin models, both reviewed by Pope in Sec-
tion 5 of [9]. In addition to the high level of closure, joint velocity–composition PDF methods provide much more statistical
information compared to moment closure models. However, like in joint composition PDF methods, a model is required for
the closure of the molecular mixing term, which involves hCðaÞr2/0ajV;wi. In compressible low Mach number flows, a trans-
port equation for a density weighted PDF, called mass density function (MDF), is solved (Eq. (3.59) in [8]).

Due to the continuous increase in computer power, large eddy simulations (LES) of reactive flows become more and more
popular. Instead of taking the ensemble average of the Navier–Stokes equations (to obtain the RANS equations) spatial fil-
tering is applied, which leads to similar closure problems [3,10]. Here, the modeling task consists in capturing the effects of
the unresolved dynamics of the subgrid scales. With respect to the closure of the filtered chemical source term, the following
two approaches are used among others. In the linear eddy model (LEM) by Kerstein [11], the unresolved subgrid scales are
modeled by solving a one-dimensional reaction–diffusion problem in each LES grid cell. The problems in the different grid
cells are coupled by advective transport. Since all chemical and diffusion lengthscales are resolved in the one-dimensional
problems, this approach is computationally expensive (Section 4.3 of [3]). Alternatively, Colucci et al. [12] outlined an ap-
proach based on a filtered density function (FDF). The FDF contains information about the scalar distribution in the filter vol-
ume at any point in the computational domain. An FDF transport equation was derived, where the chemical source term
appears in closed form (Eq. (25) in [12]). Since the FDF and the PDF have similar properties and since their transport equa-
tions have a similar structure, the FDF equation can be solved with a similar stochastic particle method. Likewise, the same
mixing models seem to be applicable [13,14].

Therefore and in agreement with a very recent comment by Raman and Pitsch [14, p. 1719], mixing models developed for
transported PDF methods are of certain relevance for LES in connection with FDFs. Even though considerable efforts have
been made to improve mixing models, there is still room for improvement: recently, Pope [15] wrote: ‘Mixing models should
remain an active area of research for some time, since they are a crucial element in PDF methods in both RANS and LES ap-
proaches, and current models have several well-appreciated shortcomings.’ A very similar quote can be found at the begin-
ning of chapter 6.6.5 in the book by Fox [3]. The modeling difficulties arise from the complicated nature of molecular
diffusion (p. 58 in [9]), which leads to a set of requirements an ideal mixing model should fulfill (e.g. boundedness, localness,
linearity and independence). A list of these requirements is given in Chapter 6.6 of [3] or in [16].

1.2. Different mixing models

One of the earliest mixing models for particle PDF methods is the coalescence and dispersion (CD) model by Curl [17],
dating back to 1963. Originally Curl developed this model to describe mixing of colliding droplets with different concentra-
tions in a two-liquid suspension. Consequently Curl’s model can easily be integrated into a stochastic particle framework as
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used for PDF simulations. In each time step, particle pairs are randomly selected and their individual concentrations set to
their average value. Other early approaches are summarized by Dopazo [18] and Janicka et al. [19]. Later, a modified CD
(MCD) model, where two particles mix gradually and not completely like in the CD model, was devised [19]. There, the mix-
ing intensity is random for each particle pair. In both models, the mixing rate is adjusted through the number of pairs that
mix per time step. The main disadvantage of these models is that the PDF of an inert scalar does not become Gaussian in
homogeneous turbulence. Furthermore, the particle trajectories in scalar space are not continuous over time and therefore,
these models are not even in a weak sense local (Norris and Pope [20, p. 212]). A more detailed discussion about localness
follows later in this section.

The most widely used mixing model is based on a contribution by Villermaux and Devillon [21] and is called interaction
by exchange with the mean (IEM) mixing model (also known as the linear mean-square estimation (LMSE) model [22]). This
model is based on the simple fact that molecular mixing reduces scalar fluctuations and draws instantaneous scalar values
towards their local mean. While the IEM model correctly predicts that the variance of an inert scalar decays in homogeneous
turbulence, it is not able to describe the evolution of the scalar PDF appropriately, i.e. the shape of the PDF is preserved and it
does not approach a Gaussian distribution.

Based on the work of Ottino [23] about mixing of lamellar structures, Fox [24–26] developed Fokker–Planck (FP) equa-
tion based mixing models. Here, if multiple scalars are to be considered, boundedness is a non-trivial issue, as was noted by
Pope [8] at the end of Section 5.2.4 for a simpler FP model. Boundedness reflects the physical limits with respect to the
spreading of mixture states in scalar space. For example in a spatially homogeneous mixing scenario, which involves multi-
ple inert scalars that have equal diffusion coefficients, the region in scalar space occupied by all mixture states does not
grow over time.

A different branch of model development was initiated by the mapping closure (MC) model of Pope [27]: starting from a
Gaussian reference field, where the scalar gradient statistics conditioned on the scalars are known, molecular diffusion in a
so-called surrogate field is obtained through a mapping. The core assumption here is that the statistics of the scalar and the
surrogate field are identical. Even though the MC formulation was successfully validated against the one-scalar direct
numerical simulation (DNS) of Eswaran and Pope [28], the proposed extension for multi-scalar mixing scenarios is problem-
atic. It is based on an ordering of scalars, which introduces unphysical scalar dependences as mentioned after Eq. (93) in [27].
The MC model is local in a strong sense, meaning that only neighboring particles in scalar space interact with each other. This
property is advantageous especially for reactive scalars with strongly localized reaction zones [29,20]. Later an algorithmic
extension of Pope’s MC particle implementation for multiple scalars was devised by Subramaniam and Pope [16]. The local-
ness of the MC model was generalized by replacing the one-dimensional ordering in scalar space by an Euclidean minimum
spanning tree (EMST). The EMST model is local for the particles participating in the mixing process during a given time step.
These particles are a subset of the available particles, which is determined by an intermittency process that was introduced
to avoid so-called stranding. Stranding refers to an unphysical accumulation of particles on lines forming a tree-like structure
in scalar space. A different generalization of the single scalar MC to multiple scalars was proposed by Klimenko and Pope
[30]: their extension is based on a unification of conditional moment closure (CMC) and PDF methods and is called multiple
mapping conditioning (MMC). MMC is of special value for applications, where the majority of the accessible scalar states lie
on a manifold with reduced dimensionality. This is the case in most combustion applications. The reported results for the so-
called three-stream problem are in good qualitative agreement with the DNS data by Juneja and Pope [7], where mixing of
two inert scalars in homogeneous turbulence is considered. However, there remain some open issues: linearity and indepen-
dence are not fully satisfied and so far, the method was only applied to homogeneous problems [31]. Mixing model issues are
addressed in [32]. It has to be pointed out that MMC is not only a mixing model but rather an entire framework for scalar
transport problems.

Recently, Meyer and Jenny [33] proposed a mixing model, which is based on a parameterization of one-dimensional sca-
lar profiles (PSPs). The approach of modeling molecular mixing by considering scalar profiles at the diffusive scales is very
natural and in fact not new. The contribution of Fox [24] based on Ottino [23] was already mentioned and the work of
Peters and coworkers [34,35] points in a similar direction. Furthermore, there is a certain relation between the LEM
[11] and the PSP model: like in the LEM, we model the unresolved scalar field lengthscales by a scalar distribution along
one spatial coordinate. The solutions for the diffusion problems of the PSPs, however, are simple algebraic expressions,
whereas in the LEM, detailed diffusion problems are solved at higher computational cost. The PSP model is not linear with
respect to multiple scalars and the particle implementation described in [33] is only applicable for spatially homogeneous
cases.

The models discussed so far can be classified into different categories: Subramaniam and Pope [16] introduced the par-
ticle-interaction mixing-model category. Except the FP-based models all mixing models mentioned so far belong to this cat-
egory. A different categorization was introduced by Pope [9]: he distinguishes between deterministic and stochastic models.
Here, the IEM and MC models are deterministic, whereas models like CD, MCD, FP, EMST, and PSP are stochastic mixing mod-
els. Note that the EMST model is a stochastic mixing model because of the random intermittency feature.

For the mixing models outlined here, a mixing timescale s/ has to be provided. In this respect not much has changed since
the review by Pope [8] in 1985: Spalding’s suggestion of using s/ ¼ s=C/ is employed in most cases, where C/ is a model
constant, representing the mechanical-to-scalar timescale ratio, and s is the integral turbulence timescale. This choice leads
to a model for the scalar dissipation which reads e/ ¼ 1

2 C/h/02i=s (Eqs. (5.23) in [8] and (4.93) in [3]). Unfortunately C/ is not
a universal constant. It is mainly influenced by the state of the scalar energy spectrum and the presence of chemical
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reactions. Illustrative examples showing the influence of the scalar energy spectrum are shown in Figs. 13 and 14 of [28] and
[7], respectively: starting with a scalar field containing essentially one scalar lengthscale, the scalar spectrum in the DNS
equilibrates after about six eddy turnover times and the mechanical-to-scalar timescale ratio reaches a stationary value
C/ � 2:5 independent of the initial lengthscale. In Chapter 4.6 of [3], Fox presents a model for the mechanical-to-scalar time-
scale ratio, which can handle non-equilibrium spectrum dynamics at high Reynolds numbers. The second factor can be
attributed to a steepening of scalar gradients due to chemical reactions (Section 5.7.5 in [8]). Consequently, a different value
for C/ has to be employed, as for the recently published joint PDF calculations of piloted jet flames by Cao et al. [36]. Con-
sistently, the DNS data of a plane jet flame by Hawkes et al. [37] shows significant variation of the scalar dissipation rates of
reactive and non-reactive scalars (Section 3.2.4).

Pope [8, p. 172] and Fox [38] proposed variants of Curl’s CD and the IEM models, respectively, which are conditional on the
velocity. Pope [4] shows that the independence of molecular diffusivity at high Reynolds numbers, mentioned at the begin-
ning of this paper, is closely connected to the velocity conditioning of the molecular diffusion term: mixing models, which
include in the joint velocity–composition PDF context no velocity conditioning, are in general unable to satisfy the condition
hCðaÞr2/ajVi ¼ 0. In the high Reynolds number limit, this condition is supported by DNS data of Overholt and Pope [5], where
mixing of a passive scalar in homogeneous stationary turbulence with a mean scalar gradient was studied. In practice, how-
ever, conditioning on velocity is often ignored in joint velocity–composition PDF calculations [36,39].

In this paper, the accuracy and efficiency of the most widely used mixing models such as CD, MCD, IEM and EMST is as-
sessed and compared with a generalized version of the PSP model. In Section 2, the model formulations are outlined including
different generalizations of the PSP mixing model suitable for spatially inhomogeneous mixing scenarios. Moreover, the par-
ticle implementation of the MC model is extended for unequally weighted particles and for a single-scalar test case compared
with the EMST model. Since turbulent convection is closed in velocity–composition PDF methods, the selected test cases pre-
sented in Section 3 focus on molecular mixing. In the two-scalar case presented in Section 3.1, it is shown that it is misleading
to infer from the excellent results of the one-scalar MC that the EMST model is able to predict a multi-scalar PDF evolution
with similar accuracy. To investigate the scaling of the computational cost with respect to the number of scalars and particles,
the multi-variate mean scalar gradient case introduced by Subramaniam and Pope [16] is simulated using different mixing
models. Further results are presented in Section 3.2 and conclusions are given in Section 4.

2. Mixing model formulations

In PDF methods, transport equations of multi-variate probability density functions are solved. For example, the transport
equation of the joint velocity–composition PDF f ðV;w; x; tÞ, as derived in Chapter 6.2 of [3], reads
of
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For simplicity gas mixtures with constant density are considered here. Based on the Navier–Stokes and the scalar conserva-
tion equations, the substantial derivatives on the right-hand side of Eq. (2) can be replaced, which leads to
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where p is the pressure, q the density and m the viscosity. The third and fourth term on the right-hand side of Eq. (3) describe
molecular mixing, where the third term has to be modeled with a mixing model. Note that integration of Eq. (3) over the
velocity sample space V leads to a transport equation for the composition PDF f ðw; x; tÞ. Due to their high dimensionality,
PDF transport equations are generally solved with realization based Lagrangian particle methods [40,10,3]. Each particle i
has a set of properties, e.g. a particle position xðiÞ, a weight wðiÞ and a scalar vector /ðiÞ. The evolution of these properties
is described by stochastic or deterministic differential equations. Examples of such evolutions are depicted in Fig. 1 for
the case of an inert scalar mixing in forced homogeneous turbulence. The PDF at a certain location x is then approximately
represented by a finite number of particles near that position. Therefore, the physical space is discretized into computational
grid cells and within each of them statistical homogeneity is assumed. More details about the connection between particle
evolution and PDF transport equations are given in Chapter 12.6 of [10] and in Section 4.6 of [8]. From the particle field
statistical moments can be extracted, e.g. the mean of the scalar vector / in the computational grid cell V might be
estimated as
h/i ¼
P

xðiÞ2VwðiÞ/ðiÞ

W
; where W �

X
xðiÞ2V

wðiÞ: ð4Þ
More about estimating statistical quantities can be found in Chapter 12.6.3 of [10], Chapters 7.3.4 and 7.4.4 of [3], and Sec-
tion 6.7 of [8]. In the following sections, scalar evolution equations of the notional particles are given for different mixing
models. These equations are valid for unequally weighted particles and deal with inert scalars. Variable particle weights
are required for efficient PDF methods, since it is preferable to keep the number of particles more or less constant per grid
cell. This leads to uniformly distributed statistical errors in the computational domain (Chapter 7.3.1 in [3]). Furthermore,
they are used in MDF methods for variable-density flows (Section 3.4 of [8]). Note that the following mixing models are
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all mass conservative and independent of translations in scalar space. Consequently, h/i is not affected and it is unimportant
whether / or /0 is used for the model formulations.

2.1. Interaction by exchange with the mean (IEM)

Interaction by exchange with the mean [21,22] is the simplest mixing model. In stationary homogeneous turbulence, the
scalar values of the particles relax at a constant rate towards the local scalar mean as
d/ðiÞ

dt
¼ �1

2
C/hxið/ðiÞ � h/iÞ; ð5Þ
where hxi is the mean turbulence frequency and the constant C/ a simple model for the mechanical-to-scalar timescale ratio
as discussed in Section 1.2. In the high-Reynolds-number limit, typically C/ ¼ 2 is used [3,10]. From Eq. (5) it becomes clear
that the IEM model preserves the shape of the scalar PDF since all particles in the ensemble relax towards the mean at the
same rate. Consequently, as is shown in Pope [10] (Eq. (12.349)), the IEM mixing model is exact for a Gaussian shaped scalar
PDF and a homogeneous turbulent flow field. The decay rate of the scalar variance h/02a i in stationary homogeneous turbu-
lence can be derived directly from Eq. (5)
d
dt

lnh/02a i ¼ �C/hxi: ð6Þ
In a time marching algorithm, one way to integrate expression (5) is given by the scheme
/ðiÞqþ1 ¼ exp �1
2

C/hxiDt
� �

� 1
� �

ð/ðiÞq � h/iqÞ þ /ðiÞq; ð7Þ
where Dt is the time-step size and q the time level. Note that this scheme remains stable for large time steps.
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2.2. Curl and modified Curl mixing models (CD, MCD)

In Curl’s coalescence and dispersion (CD) mixing model [17], during the time step from tq to tqþ1 the scalar values of two
mixing particles i and j become
/ðiÞqþ1 ¼ /ðjÞqþ1 ¼ /c with /c �
wðiÞ/ðiÞq þwðjÞ/ðjÞq

wðiÞ þwðjÞ
: ð8Þ
This is Eq. (26) in [16], which is a mass conservative generalization of Curl’s formulation that was given for equally weighted
particles. The mixing rate in a grid cell is controlled by the fraction of participating particle pairs, which is given by the total
weight wm � 2C0/WDthxi of all particles treated by Eq. (8). Note that C0/ is another model constant. In the modified coales-
cence and dispersion (MCD) model [19], the particle pairs do not mix completely, i.e. scheme (8) is replaced by
/ðiÞqþ1 ¼ /ðiÞq þ hð/c � /ðiÞqÞ and /ðjÞqþ1 ¼ /ðjÞq þ hð/c � /ðjÞqÞ; ð9Þ
where h 2 ½0;1� is a uniformly distributed random variable different for each particle pair. For high Reynolds number flows
and equally weighted particles, C0/ ¼ 2 and C0/ ¼ 3 for the CD and MCD models, respectively, lead to scalar variance decay
rates that are consistent with the one predicted by the IEM model (see Appendix).

2.3. Mapping closure (MC)

Generalizing the particle implementation of the single-scalar mapping closure by Pope [27] for unequally weighted par-
ticles is straightforward. The scalar evolution of the particles is given by Eq. (52) in [27],
d/ð1Þ

dt
¼ 1

2
C 0/hxi B1þ1

2
ð/ð2Þ � /ð1ÞÞ

h i
d/ðiÞ

dt
¼ 1

2
C 0/hxi Biþ1

2
ð/ðiþ1Þ � /ðiÞÞ � Bi�1

2
ð/ðiÞ � /ði�1ÞÞ

h i
for i ¼ 2; . . . ; np � 1

d/ðnpÞ

dt
¼ 1

2
C 0/hxi �Bnp�1

2
ð/ðnpÞ � /ðnp�1ÞÞ

h i
; ð10Þ
where the particles are ordered according to their scalar values, /ðiÞ 6 /ðiþ1Þ, implying localness in scalar space; np is the num-
ber of particles. The contraction coefficients
Biþ1
2
�

npg giþ1
2

	 

giþ1 � gi

ð11Þ
depend on the standard Gaussian PDF gðgÞ, where g is the sample space coordinate with
gi � Gð�1Þ pi�1
2

	 

and giþ1

2
� Gð�1ÞðpiÞ: ð12Þ
Here, Gð�1Þ is the inverse cumulative density function corresponding to the PDF g. The arguments pi�1
2

and pi are given
as
pi�1
2
�

Pi

j¼1
wðjÞ � 0:5wðiÞ

W
and pi �

Pi

j¼1
wðjÞ

W
ð13Þ
and depend on the particle weights wðiÞ. Note that equation (13) is a generalization of Eq. (42) in [27] for unequal weights.
Based on equation (29) in [27] one can show that for a Gaussian scalar PDF the mapping reduces to a time dependent linear
function Xðg;~tÞ � g expð�~tÞ, with non-dimensional time ~t � 1

2 C0/hxit. Consequently, the scalar variance decay is the same as

in the high Reynolds number limit if C0/ ¼ 2. With a non-Gaussian scalar PDF, the same value for C0/ results in a different
decay rate, however. For stable time integration of the system (10) an implicit Euler scheme is employed. To validate the
outlined particle implementation, the solutions of 10 simulations with 10,000 particles each were averaged and compared
with the analytical MC solution presented in Section 2.5 of [27] (Fig. 2). Note that the initial PDF is a double-delta-function, in
which case the MC mixing model is in very good agreement with DNS data [28]. In all simulations uniformly distributed par-
ticle weights ranging from 0.5 to 1.5 and a time-step size of Dt ¼ 0:001=hxi were employed.

2.4. Euclidean minimum spanning tree (EMST) model

The EMST mixing model [16] is an algorithmic extension of the single-scalar MC. Hereby the focus was set on preserv-
ing localness: the ordering of the notional particles along the scalar coordinate was replaced by a multi-dimensional EMST.
The definition of the contraction coefficients (Eq. (11)) was replaced by a formulation, which is linear with respect to the
cumulative particle weights. These are computed along the EMST branches starting from the endings (p. 503 in [16]). This
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ansatz resulted in a close-to-Gaussian shaped PDF for the mean scalar gradient test case with two scalars. To avoid so-
called stranding (Fig. 4 in [16]), i.e. the unphysical formation of pronounced branches in the EMST or the PDF, respectively,
only a sub-ensemble of particles forms an EMST and participates in the mixing process during one time step. The particles
in that sub-ensemble are selected from the whole ensemble in the grid cell by a random process (section ‘Intermittency’ in
[16]). In the EMST mixing model, the mixing rate is actively controlled to match the exponential decay at high Reynolds
numbers (section ‘Determination of a’ in [16]). In this work, the implementation by Ren, Subramaniam and Pope, down-
loaded from http://eccentric.mae.cornell.edu/tcg/emst/, was used as provided. This includes the intermittency parameters
Z0l
¼ 1=6, Z0u ¼ 1=6, Z1l

¼ 0:0176 and Z1u ¼ 0:3157. As outlined in section ‘Age Process Parameters’ of [16], these choices
were made based on numerical experimentation involving a mean scalar gradient test case. Here, Z0l

and Z0u determine
the range of the time intervals for which a particle is in the non-mixing state and Z1l

and Z1u likewise for the mixing state.
Correspondingly, the non-mixing intervals (horizontal sections of the EMST particle trajectory in Fig. 1) have all the same
length (Z0l

¼ Z0u ), whereas the mixing intervals vary (Z1l
< Z1u ). In a small study based on the same test case as in the

previous section, the EMST and MC models were compared for single-scalar mixing. The solutions of 10 simulations, each
employing 20,000 particles, were averaged. The results are depicted in Fig. 2, where the different PDF stages obtained with
the EMST and MC models share the same variance. After an initial transient phase, the last two PDF stages computed by
the EMST model are more or less self-similar. This PDF shape, however, is not Gaussian as the one obtained with the MC
model.

2.5. Parameterized scalar profile (PSP) mixing model

Similarly as in the development of the MC and EMST models, the basic ideas for the PSP mixing model [41,33] were first
devised for one scalar. Later, its mathematical formulation could be extended for multiple scalars. Here, first the formulation
of Meyer and Jenny [33] for homogeneous mixing problems is explained. The PSP model is constructed based on an ideal-
ization of the scalar distribution in high Reynolds number turbulent flows: an ensemble of one-dimensional scalar profiles is
used to model the three-dimensional scalar field. The parameters that specify these profiles are assigned as additional prop-
erties to the computational particles. We assume that each fluid particle is convected for a certain time with one of these
one-dimensional scalar profiles as depicted in Fig. 3. A reasonable approximation for the scalar distribution in such a profile
is given by
/ðx; tÞ ¼ exp
�t

sðiÞ/

 !
/ðiÞþ � /ðiÞ�

2
sin

xp
kðiÞ

� �
þ /ðiÞc : ð14Þ

http://eccentric.mae.cornell.edu/tcg/emst/
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Fig. 3. Parameterized scalar profile of particle i ¼ 2 and sketch of different profile realizations in a planar slice through a turbulent flow field (dark
corresponds to a low scalar value).
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In this relation, /ðiÞc � ð/
ðiÞ
þ þ /ðiÞ� Þ=2 is the profile center on the scalar axis and x the local spatial profile coordinate. The profile

was approximated by a sinusoidal shape that was parameterized by /ðiÞ� , /ðiÞþ , kðiÞ, and sðiÞ/ . An alternative error-function based
profile shape is discussed in Sections 2.1 (after Eq. (3)) and 3.3 (after Fig. 7) of [42]. Introducing this ansatz into the one-
dimensional diffusion equation formulated in a Lagrangian reference frame for a fluid particle
o

ot
/ðiÞ ¼ C

o2/
ox2

 !ðiÞ
; ð15Þ
will lead to the expression kðiÞ ¼ pðCsðiÞ/ Þ
1=2, which relates the mixing timescale sðiÞ/ with the profile lengthscale kðiÞ and where

C is the molecular diffusion coefficient. Modeling sðiÞ/ by using Spaldings suggestion, sðiÞ/ ¼ 2=ðC0/xðiÞÞ, results in
kðiÞ ¼ p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2C
C 0/xðiÞ

s
: ð16Þ
The scalar evolution of a particle can be obtained by using the ansatz (14) in the right-hand side of Eq. (15):
d/ðiÞ

dt
¼ �1

2
C 0/x

ðiÞð/ðiÞ � /ðiÞc Þ with /ðiÞc �
/ðiÞþ þ /ðiÞ�

2
: ð17Þ
This is already the PSP model formulation for multiple scalars, which is a direct extension of the single-scalar form. Here, the
scalar /ðiÞ in the single-scalar form was replaced by the scalar vector /ðiÞ ¼ ð/1;/2; . . . ;/ns

ÞT . This expression is very similar to

the IEM mixing model (Eq. (5)). In the IEM model, however, all profiles share the same lengthscale, kðiÞ / hxi�1=2, and the
same profile center, /ðiÞc ¼ h/i. In that sense the PSP mixing model can be viewed as an extension of the IEM model. For joint
PDF methods, which involve the turbulence frequency as a random variable, models for x were developed. In this work, the
gamma-distribution model by Jayesh and Pope (Section 12.5.3 in Pope [10]) is used. In a PDF method, the scalar PDF is de-
scribed by an ensemble of particles. Since fluid particles at the profile boundaries are as well part of that ensemble, it is very
natural to model the profile boundaries by representative particles from the ensemble, leading to a triplet which consists of
the on-profile particle /ðiÞ and two particles representing the profile boundaries /ðiÞ� and /ðiÞþ . The realizability condition
ð/ðiÞ � /ðiÞ� Þ � ð/
ðiÞ � /ðiÞþ Þ 6 0; ð18Þ
which reduces in a the single-scalar case to /ðiÞ� 6 /ðiÞ 6 /ðiÞþ (illustrated in Fig. 3) or /ðiÞ� P /ðiÞ P /ðiÞþ , ensures that the particle
residing on a profile is enclosed by its profile boundaries /ðiÞ� and /ðiÞþ . The boundary particles are chosen such that condition
(18) is satisfied. To account for spatial decorrelation of a particle triplet, two intermittent aging processes tðiÞ� and tðiÞþ are used
to reassign new boundary particles from time to time. Details about these processes and about the selection of boundary
particles in a computationally efficient way are given in Section III B1 and Appendix A of [33], respectively. To honor mass
conservation not only statistically for large particle ensembles but in every time step exactly, a correction scheme as outlined
in Sections III B2 and 3 of [33] is employed.

Here, two different extensions of the PSP model for inhomogeneous mixing are presented. This involves multiple compu-
tational grid cells and unequally weighted particles. The particles in every grid cell represent the local PDF, which is assumed
to have no spatial dependence within a grid cell. The computational grid needs to resolve spatial variations in the PDF. These
variations take place on much larger scales, however, compared to the smallest scales present in certain realizations of the
turbulent flow. So, based on the spatial homogeneity in one grid cell, the particles therein can be used to represent the local
scalar fluctuations that are reduced by molecular mixing or by a mixing model. Using the previously outlined treatment of
the particle boundaries in an inhomogeneous setting would imply consequently homogeneity over several grid cells. The
reason is that particles belonging to one profile triplet can travel individually into different grid cells, which would enable
the mixing of particles belonging to different grid cells. This is unfavorable since it reduces the effective spatial grid resolu-
tion. One possible remedy is to replace profile boundary representatives, which no longer belong to the same grid cell as the
on-profile particle, by a similar particle of the same grid cell. More precisely, the nearest neighbor in scalar space has to be
found. Note that this requires looping over all particles of the ensemble (same cell) and therefore comes at a certain price.
We will refer to the boundary treatment just outlined as nearest neighbor approach.
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In the implementation described so far, the dynamics of the profile boundary and on-profile particles are very similar,
since the profile boundaries have for subsequent time intervals the same trajectories as different on-profile particles. In a
second approach, the profile boundary values, which are still assigned as outlined before, evolve according to
Fig. 4.
event s
d/
ðiÞ
	

dt
¼ �1

2
C 00/hxið/

ðiÞ
	 � h/iÞ; ð19Þ
where C00/ is an additional model constant to be determined. Note that the evolution of the profile boundaries, /ðiÞþ and /ðiÞ� , are
no longer described by the evolution of other notional particles like in the nearest neighbor approach, but are additional
properties of particle i, which change according to the deterministic IEM-like model (19) and the already mentioned aging
processes tðiÞ� and tðiÞþ . Consequently, since particles are no longer linked to each other through particle triplets, the compu-
tationally expensive search for nearest neighbors in scalar space is no longer required when particles cross cell boundaries.
For the numerical time integration of Eqs. (17) and (19), the same scheme (7) as for the IEM mixing model is used.

Depending on the PDF solution algorithm, different particle weights may be used. In that case, the probability of selecting
particle i at the beginning of a profile-boundary life cycle has to be proportional to its weight wðiÞ. This is achieved by the
following algorithm: in Fig. 4a, the axis is partitioned into np (e.g. np ¼ 5) different sections, where the length of the ith sec-
tion is proportional to the particle weight wðiÞ. The particle i is selected if the equally distributed random variable v 2 ½0;1�
fulfills
Xi�1

j¼1

wðjÞ

W
< v 6

Xi

j¼1

wðjÞ

W
;

where W is the sum of the individual particle weights (definition (4)). Finding the corresponding interval on the v-axis can
most simply be achieved by a linear search. Depending on the time-step size to boundary-renewal-timescale ratio, in each
time step a certain fraction of profile boundaries has to be updated. Therefore, the computational cost of the outlined algo-
rithm becomes proportional to n2

p . However, the particle selection can be done more efficiently as described next: at the
beginning of each time step, np bins of equal size 1=np are created as depicted in Fig. 4b. The particle with index i is added
to the bin k if
Xi�1

j¼1

wðjÞ

W
;
Xi

j¼1

wðjÞ

W

" #
\ k� 1

np
;

k
np

� �
–0:
By using k ¼ ceilingðvnpÞ to identify a certain bin, the number of candidates is reduced drastically and therefore a possible
subsequent linear search within one bin becomes a much cheaper operation. A numerical experiment with uniformly dis-
tributed particle weights wðiÞ 2 ð0;1� confirmed that the scaling is reduced to approximately np.

3. Mixing model validation

In this section, the evolution of the joint scalar PDF predicted by various mixing models is assessed. In order to focus on
the effects of molecular mixing in isolation, no chemical reactions are considered for the following computational studies.
Furthermore, note that convective scalar transport is closed in joint velocity–composition PDF methods, which facilitates
simple benchmark configurations.

3.1. Spatially inhomogeneous two-scalar mixing

3.1.1. Governing equations and numerical method
As a first test case, the so-called three-stream problem, recommended by Klimenko and Pope [30] for model validation, is

considered. The DNS reference data is provided by Juneja and Pope [7]. It involves two inert scalars that mix in a stationary
homogeneous turbulent flow. The corresponding simplified form of the PDF transport Eq. (3) is
w(1)

w(2)
w(2)

w(3)
w(3)

w(4)
w(4) w(4)

w(5)

vv 10

(a)

(b)

w(1) w(2) w(3) w(4) w(5)

k=1 2 3 4 5

Random selection from a set of unequally likely events wðiÞ; (a) uniformly distributed random selector variable v, (b) lookup table for the efficient
election in the form of a set of equally sized bins.
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where f ðw; x; tÞ is the joint scalar PDF (Eq. (2) in [7] or Eq. (12.345) in [10]). Juneja and Pope report that the evolution from the
initial two-scalar PDF is fairly independent of the Reynolds number. For their DNS they chose a Prandtl number of Pr ¼ 0:7
and the Taylor-scale Reynolds number was Rek ¼ 48:6 and 92:4. To validate the suggested algorithmic extensions of the PSP
model for inhomogeneous mixing, a constant flow velocity U ¼ ðU;0;0ÞT was added to the three-dimensional mixing sce-
nario investigated by Juneja and Pope. The corresponding joint velocity–composition–turbulence frequency PDF is
f ðV;w; h; x; tÞ ¼ dðV � UÞf ðw; h; x; tÞ, where h is the sample space coordinate of the instantaneous turbulence frequency x
and x ¼ ðx;0;0ÞT was used. Introducing this PDF into the transport Eq. (3) augmented by the transport term for the turbu-
lence frequency will lead after integration over velocity sample space V to
of
ot
þ U

of
ox
¼ � o

owa
ðf hCðaÞr2/0ajw; hiÞ �

o

oh
f

Dx
Dt

����w; h
� �� �

: ð21Þ
This equation describes the evolution of the Eulerian composition–frequency joint PDF f ðw; h; x; tÞ as a function of the down-
stream coordinate x. In a reference frame moving with the flow velocity U in downstream direction, the problem reduces to
the one solved in the DNS (Df=Dt ¼ of=ot þ Uof=ox). Likewise, the initial condition of the DNS transforms into an inflow
boundary condition. To summarize in more application oriented terms, a batch reactor was replaced by a plug-flow reactor.
For our purpose the resulting problem is ideally suited since it is spatially inhomogeneous, challenging with respect to
molecular mixing and well documented (DNS data). From the connections between Eulerian and Lagrangian PDFs (Chapter
12.2.5 in [10]), and between Fokker–Planck and Langevin equations (Chapter 4.3.5 in [43]) one obtains the stochastic differ-
ential equations (SDEs)
dxðiÞ ¼ U dt;

d/ðiÞa ¼Mðf/0g; fxgÞdt and

dxðiÞ ¼ �ðxðiÞ � hxiÞ dt
Tx
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r2hxixðiÞ

Tx

s
dW: ð22Þ
The mixing model contribution is given by Mðf/0g; fxgÞ, where f/0g and fxg are used to represent the fluctuating scalar
vectors and turbulence frequency values of the particle ensemble in one grid cell. The third equation is the stationary form
of the gamma-distribution model suggested by Jayesh and Pope (Eq. (12.191) in [10]). Note that this model provides a tur-
bulence timescale, which is required for joint velocity–composition PDF methods. The timescale Tx � 1=ðC3hxiÞ involves the
model constant C3, r2 is the variance of xðiÞ=hxi and WðtÞ is a Wiener process.

An ensemble of particles, representing the PDF f ðw; h; x; tÞ, can now be evolved according to the Eq. (22). Therefore, the
computer program by Meyer and Jenny [44] was used. This code solves the joint velocity–turbulence frequency PDF trans-
port equation on a one-dimensional solution domain. In the present work, the SDEs for the scalar evolution including the
different mixing models were added. In order to match the initial condition of the DNS at the inflow boundary, the spectral
procedure used for the initialization of the DNS by Juneja and Pope [7] (Section III) was used. As a result one obtains an
ensemble of grid points that contain not only the scalar values but also their spatial gradients. To match the scalar PDF, these
points are directly used for the initialization of the stochastic particles. Different than other mixing models, however, the PSP
model can as well use the gradient information for the selection of the initial scalar-profile parameters. Here, for every par-
ticle a search for the profile parameters, which reproduce the DNS gradient data most accurately, is performed. Conse-
quently, the joint scalar–scalar gradient statistics at the inflow boundary can be honored by the PSP model. Further
details are available in section IV B of [33]. To estimate statistical quantities, e.g. hxi, the x-axis is partitioned into 100
equally sized grid cells, where on average 100 particles per grid cell were employed. In each grid cell, the joint composition
PDF is estimated by a histogram using 60 
 60 bins. To obtain smooth scalar PDFs, time averaging was applied. A domain
length of 2U=hxi was used together with a time step Dt ¼ 0:001=hxi and the standard frequency model parameters
C3 ¼ 1 and r2 ¼ 1=4. For the PSP nearest neighbor version, the parameters C0/ ¼ 13 and Ct ¼ 0:15C0/ for the boundary aging
process provided the correct high-Reynolds-number scalar variance decay rate and the best agreement with the DNS, while
for the PSP version with IEM boundary treatment (PSP IEM) C0/ ¼ 13, C00/ ¼ 0:1C0/ and Ct ¼ C0/ are appropriate.

3.1.2. Discussion results
In Fig. 5, the rms value of scalar 1, /001ðxÞ, is plotted as a function of the downstream coordinate x. It can be seen that the

IEM, CD, MCD and EMST predict a constant decay rate. As already mentioned in Section 2.4, for the EMST model this is so by
construction. The IEM model is calibrated to reproduce the correct constant decay rate (Eq. (6) in Section 2.1) that is ob-
served in turbulent flows with a scalar energy spectrum in equilibrium (Fig. 12 in [7]). For the Curl models it is shown in
the appendix that consistent decay rates are achieved with appropriately selected C0/. As soon as a self-similar PDF shape
is attained, also the PSP model predicts a consistent decay rate, which is analogous to the MC as discussed in Section 2.3.
In principle, this is in agreement with DNS observations (Fig. 10 in [28]), where the scalar energy spectrum has to equilibrate
first before a constant decay rate is attained. In Figs. 6 and 7, the joint scalar PDF f ðw; xÞ provided by the different mixing
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Fig. 5. Rms decay of scalar 1, /001ðxÞ, in downstream direction x; (�) IEM, (dash dot line) CD, (�) MCD, (solid line) EMST, (dashed line) PSP IEM, (dotted line)
PSP nearest neighbor. The curves of the IEM, CD, MCD and EMST models overlap.

Fig. 6. Evolution of the joint composition PDF f ðw; xÞ with w ¼ ðw1;w2Þ
T , mixing model set 1; rows correspond to different mixing models and the reference

DNS R92A by Juneja and Pope [7], and columns to different normalized rms values /001ðxÞ=/
00
1ð0Þ; the 10 contour levels range from 0.01 to 1 (black) and

represent the PDF normalized by its maximum value.
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Fig. 7. Evolution of the joint composition PDF f ðw; xÞ with w ¼ ðw1;w2Þ
T , mixing model set 2; same as Fig. 6.
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models are compared with the DNS case R92A of Juneja and Pope [7] for different normalized root mean square (rms) values
of scalar 1. Essentially three different mixtures, represented by the peaks in the histograms of the first column in Figs. 6 and
7, are present initially. Later three different characteristic PDF stages are observed in the DNS: first diffusion starts at the
interfaces of the more or less pure mixture pockets and consequently, the peaks smear out along their connecting lines, then
a uniform triangular-shaped PDF forms and finally the PDF approaches a bi-variate Gaussian PDF. Based on the excellent re-
sults of the PSP formulation for homogeneous cases [33], the good performance of the PSP nearest neighbor model is not
surprising. The agreement of the results from the PSP IEM model is slightly worse but still satisfactory. Also in good agree-
ment with the DNS are the results from the conceptually simple Curl models. Although the PDFs of the CD model contain
some pronounced artifacts originating from the nature of the model (pairing of particles from different peaks), the CD
and the MCD models are able to predict the basic PDF evolution stages fairly accurately. The poor performance of the IEM
model is due to the shape preserving property, which was already pointed out in Section 2.1. The predictions of the EMST
mixing model are not satisfactory either. Global branches are formed although the recommended intermittency parameters
were used. More insight to understand this behavior can be gained from Fig. 8. An ensemble of 1000 particles was initialized
according to a bi-variate standard normal distribution in scalar space. Shown are the particles after 10 EMST time steps with
Dt ¼ 0:01=hxi. In an inhomogeneous mixing scenario, this problem may be less dramatic since particle transport in physical
space counteracts stranding, which occurs in individual computational grid cells. However, the quantification of this effect is
problem-dependent. Alternatively, the parameters of the intermittency process could be adjusted. This is feasible within a
limited range as discussed in section ‘Age Process Parameters’ of [16]. Decreasing Z1l

and Z1u , however, reduces the number
of particles in the mixing sub-ensemble and consequently weakens localness with respect to the entire ensemble in scalar
space.
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Fig. 8. Particles evolved from a joint standard normal distribution in scalar space using the EMST mixing model; (�) mixing particles which are part of the
EMST, (�) non-mixing particles.
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3.2. Multi-scalar case with mean scalar gradients

3.2.1. Governing equations and numerical method
In a second test, the computational cost of the different mixing models is assessed for varying numbers of particles and

scalars. Therefore, the mean scalar gradient test case outlined and extended for multiple scalars by Subramaniam and Pope
[16] is employed. Similarly as in the previous case, a statistically stationary homogeneous turbulent flow field is considered.
Now, however, constant mean scalar gradients in spatial directions are prescribed. Corresponding DNS reference data were
made available by Overholt and Pope [5] for Pr ¼ 0:7 and Rek ranging from 27.84 up to 185.0. During their simulation, the
scalar gradient is persistent, opposing scalar dissipation and leading regardless of the initial scalar PDF to a stationary Gauss-
ian shaped PDF at a certain scalar variance level. Next, the one-scalar DNS setup is described followed by the extension to
multiple scalars.

A statistically stationary homogeneous turbulent flow field with hUi ¼ 0 and a constant mean scalar gradient b � oh/i=ox2

is considered. The simplified scalar conservation equation reads
D/0

Dt
¼ Cr2/0 � U2b ð23Þ
(Eq. (24) in [5]) and the evolution equation of the velocity–fluctuating scalar–frequency joint PDF f ðV;w; h; tÞ becomes
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Note that the definition of /0 with a spatially uniform initial PDF leads to a homogeneous problem. The corresponding SDEs
are
dUðiÞ2 ¼ �
3
4

C0hxiUðiÞ2 dt þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where C0 is a model constant and k is the turbulent kinetic energy. Here, for the closure of the conditional velocity and turbu-
lence frequency terms the simplified Langevin model (SLM, Eq. (32) in [9]) and the gamma model were used, respectively; both
simplified for stationarity and homogeneity. Subramaniam and Pope [16] extended this test case for multiple scalars, where
they considered equal mean gradients in perpendicular spatial directions. The first two SDEs of the system (25) then become
dUðiÞa ¼ �
3
4

C0hxiUðiÞa dt þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C0hxik

q
dW and

d/0ðiÞa ¼ ½MðfUg; f/
0g; fxgÞ � UðiÞa b�dt: ð26Þ
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Formally, this is an extension of the single-scalar test case to a virtually arbitrary number of scalars. As already mentioned
near the end of Section 1.2, the mixing models M considered in this work do not depend on velocity.

In a number of numerical experiments, the previously outlined particle evolution equations were solved for different par-
ticle ensembles. Here, the influence of the mixing model, the number of scalars ns and the number of particles np on the sca-
lar statistics and on the computational cost was investigated. The same mixing and frequency model parameters as in
Section 3.1 were used and the SLM model constant C0 was 2.1. The reference for comparison is the DNS ‘Run 256.5’ by Over-
holt and Pope [5], for which Rek ¼ 185, b ¼ 1m�1, k ¼ 577 m2

s2 , the turbulent dissipation e ¼ 2641 J
kg s and the eddy turnover

time TE ¼ 0:07028 s. From these quantities one obtains the mean turbulence frequency hxi � e=k ¼ 4:577 s�1 and integral
turbulence lengthscale L � ð2k=3Þ3=2

=e ¼ 2:857 m. The same simulation framework as for the previous section was used with
a time-step size of Dt ¼ 0:02TE. At the beginning of each simulation the scalar fluctuations /0ðiÞ were set to 0. The velocities
UðiÞ and turbulence frequencies xðiÞ on the other hand were initialized with suitable random number generators. After a sta-
tistically stationary state was reached, time averaging was applied to improve scalar statistics. Note that for this test case the
statistics of the individual scalars are identical and therefore can be averaged to further reduce the statistical error of the
results. To quantify the statistical error of the averaged statistics, 95%-confidence intervals were used. Here, the standard
deviation of the statistically dependent samples were estimated by a standard AR(p) time series model [45]. Simulations
with varying ns and constant np ¼ 29 ¼ 512, and calculations with two scalars and variable number of particles were carried
out.

3.2.2. Discussion results
In Figs. 9 and 11, the normalized scalar variance and kurtosis are plotted as functions of ns. Here, the violation of the inde-

pendence and linearity requirement by the EMST and PSP mixing models manifests itself through the dependence on ns. This
is not the case for the other models since each scalar is treated independently. For large ns, the EMST results approach those
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Fig. 9. Non-dimensional scalar variance, h/02i=ðbLÞ2, as function of the number of scalars ns; (�) IEM, (dash dot line) CD, (�) MCD, (solid line) EMST, (dashed
line) PSP IEM, (dotted line) PSP nearest neighbor.
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Fig. 10. Non-dimensional scalar variance, h/02i=ðbLÞ2, as function of the number of particles np; same as Fig. 9.
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of the IEM model, while the predictions of the PSP mixing models are closest to the equilibrium variance h/02i ¼ 0:3052ðbLÞ2

obtained with the DNS (Table II in [5]). The IEM mixing model predicts a kurtosis of 3, which corresponds to a Gaussian dis-
tribution. This is not surprising: with the IEM model (Eq. (5)) substituted for M in Eq. (26) one obtains an Ornstein–Uhlen-
beck process (Eq. (J.39) in [10]) for which the stationary solution is a Gaussian PDF. As already mentioned in Section 2.4, the
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Fig. 11. Scalar kurtosis as function of the number of scalars ns; same as Fig. 9.
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Fig. 12. Scalar kurtosis as function of the number of particles np; same as Fig. 9.
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line) PSP IEM, (dotted lines) power laws with indicated exponents.
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exact agreement of the kurtosis predicted by the EMST model for ns ¼ 2 is resulting from the choice of the contraction coef-
ficient. In Figs. 10 and 12 it can be observed that the dependence of the scalar statistics on the number of particles np is rather
weak. The variance h/02i ¼ 0:599ðbLÞ2 found for the EMST model with np ¼ 213 ¼ 8192 is consistent with the value reported
by Subramaniam and Pope (Table 4 in [16]).

Fig. 13 shows the dependence of the computational costs on ns. For the EMST model, a linear dependency can be ob-
served for ns < 30. Once ns exceeds 30, the computational cost becomes proportional to n1:5

s similar as for the PSP IEM
model. The most expensive component in the PSP IEM model is the mass conservation algorithm mentioned in Section
2.5. The computational costs of the Curl models and the IEM model scale linearly with ns. As shown in Fig. 14 the com-
putational costs for the CD, MCD, IEM and PSP IEM mixing models scale approximately linearly with np while a close to
quadratic dependence can be observed for the EMST model. The PSP nearest neighbor version was not considered in this
study since its computational cost is substantially lower for homogeneous cases involving just one grid cell compared to
inhomogeneous settings (Section 2.5).

4. Conclusions

Mixing models are required for the closure of the molecular diffusion term in PDF and FDF methods. In the present study,
the performance of two new PSP model versions was assessed and compared with some of the most widely used mixing
models. The test cases, which focus on the accurate prediction of molecular mixing, include an inhomogeneous mixing sce-
nario, where the evolution of a joint two-scalar PDF was considered, and multi-scalar mixing involving mean scalar gradi-
ents. The CD, MCD and IEM models are computationally very efficient; i.e. their cost scales linearly with the number of
scalars and particles. If the dynamics of inert scalars have to be predicted or spatially distributed chemical reactions are trea-
ted, and consequently localness is less important, the MCD model provides accurate results at low cost. The PSP mixing mod-
el was successfully extended for inhomogeneous flows and provides very accurate results at reasonable computational cost.
Unlike the Curl models, the particle trajectories computed by the PSP models are continuous in scalar space over time and
the weak localness criterion is fulfilled. Consequently, the mixing of reactants over localized flame fronts without reaction is
inhibited. The EMST mixing model comes closest to being local in a strong sense, however, it is rather expensive and the
formation of branches in scalar space, so-called stranding, remains an issue. An open point for future research is the perfor-
mance of the PSP model in reacting flows.
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Appendix A. Model constants in Curl models

In this section, for simplicity the derivations are made for a single-scalar case but extend straightforwardly to multiple
scalars, since different scalars are treated independently in Curl’s models. Starting from Eq. (187) of [18], written in a nota-
tion consistent with this paper,
of ðw; tÞ
ot

¼ 2C 0/hxi
Z Z

f ðw�; tÞf ðw�; tÞf ðwjw�;w�Þ � f ðw; tÞ½ �dw�dw�; ðA:1Þ
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where f ðwjw�;w�Þ is a transition probability from given w� and w� to w, and C0/ is a model constant similar to C/ in Eq. (5). With
the transition probability
f ðwjw�;w�Þ � d w� w� þ w�
2

� �
;

corresponding to Curl’s CD model, the evolution of the variance can be expressed as
oh/2i
ot
¼ 2C 0/hxi

Z Z Z
w2 f ðw�; tÞf ðw�; tÞd w� w� þ w�

2

� �
� f ðw; tÞ

� �
dw�dw�dw

¼ 2C 0/hxi
Z Z

f ðw�; tÞf ðw�; tÞ w� þ w�
2

� �2
" #

dw�dw� � h/2i

¼ 2C 0/hxi
1
4
ðh/2i þ 2h/i2 þ h/2iÞ � h/2i

� �
d
dt

lnh/02i ¼ �C 0/hxi: ðA:2Þ
Here, in the second step the sifting property of the d-function and in the last step h/i–h/iðtÞwere used. Performing the same
steps for the transition probability of the MCD model,
f ðwjw�;w�Þ �
1

w��w�
if w� 6 w 6 w�

0 else;

(
ðA:3Þ
one obtains
d
dt

lnh/02i ¼ �2
3

C0/hxi: ðA:4Þ
Comparing the variance decay rates of the Curl models, Eqs. (A.2) and (A.4), with the one of the IEM, Eq. (6), we get the same
decay rate for the CD model with C0/ ¼ 2 but for the MCD C0/ ¼ 3 should be used.

The variance decay rate can as well be determined from the stochastic differential equations of the notional particles. The
resulting Eq. (193) in [18], based on equally weighted particles, is
1
h/02iq

h/02iqþ1 � h/02iq

Dt
¼ � nm

2npDt
ðA:5Þ
for Curl’s CD model. Here, q is the time-step index, Dt the time-step size, nm the number of mixing particles, and np the over-
all number of particles. Comparing this with Eq. (A.2) leads to the relation
nm ¼ 2C 0/npDthxi: ðA:6Þ
Based on the mixing mechanism of the modified Curl model,
/ðjÞqþ1
� ¼ /ðjÞq� þ hðjÞð/ðjÞq� � /ðjÞq� Þ

/ðjÞqþ1
� ¼ /ðjÞq� þ hðjÞð/ðjÞq� � /ðjÞq� Þ ðA:7Þ
given for the particle pair j and starting from
h/2iqþ1 ¼ 1
np

Xnp

i¼1

ð/ðiÞqþ1Þ2; ðA:8Þ
which is valid for large np, an equation similar to expression (A.5) can be derived: note that the formulation (A.7) is in
accordance with the transition probability (A.3) but distinctly different compared to Eq. (9). For equally weighted parti-
cles both forms are statistically equivalent. Decomposing the sum in Eq. (A.8) into nm mixing and np � nm non-mixing
particles,
h/2iqþ1 ¼ 1
np

Xnm

i¼1

ð/ðiÞqþ1Þ2 þ
Xnp

i¼nmþ1

ð/ðiÞqÞ2
" #

; ðA:9Þ
one can set the second sum equal to ðnp � nmÞh/2iq and write the first term as a sum over particle pairs:
Xnm

i¼1

ð/ðiÞqþ1Þ2 ¼
Xnm=2

j¼1

ð/ðjÞqþ1
� Þ2 þ ð/ðjÞqþ1

� Þ2
h i

: ðA:10Þ
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Combining this with the mixing mechanism (A.7) and having the hðjÞ, /ðjÞq� and /ðjÞq� selected statistically independently of
each other, one can simplify the resulting expression to
Xnm

i¼1

ð/ðiÞqþ1Þ2 ¼ nm h/2iq þ 2
3
ðh/2iq � h/i2qÞ

� �
: ðA:11Þ
Here, for hðjÞ 2 ½0;1� we used hhi ¼ 1=2 and hh2i ¼ 1=3. Inserting these results together with h/i2qþ1 ¼ h/i2q and
h/02i ¼ h/2i � h/i2 in Eq. (A.9) leads to
1
h/02iq

h/02iqþ1 � h/02iq

Dt
¼ � nm

3npDt
: ðA:12Þ
Eq. (A.7) with hðjÞ 2 ½0;1=2� is equivalent to expression (9) for equally weighted particles. As already claimed, this leads to-
gether with hhi ¼ 1=4 and hh2i ¼ 1=12 as well to Eq. (A.11) and finally to Eq. (A.12). Note however that for non-equally
weighted particles a mass conserving formulation similar to Eq. (A.7) with hðjÞ 2 ½0;1� is violating boundedness in scalar
space, whereas expression (10) remains bounded. Finally, comparing Eq. (A.12) with Eq. (A.4) gives for the modified Curl
as for the original Curl model the relation (A.6).
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